BACKWARD ELIMINATION METHOD(MANUAL)[¶](http://localhost:8888/notebooks/ML_data/multiple_linear_regression.ipynb#BACKWARD-ELIMINATION-METHOD(MANUAL)) + THE NOTEPAD FILE(AT THE END)

In [18]:

![](data:image/x-wmf;base64,183GmgAAAAAAALYAUQBgAAAAAACWVwEACQAAAyEGAAAHADgAAAAAAAQAAAADAQgABQAAAAsCAAAAAAUAAAAMAlEAtgADAAAAHgAHAAAA/AIAAP///wAAAAQAAAAtAQAACQAAAB0GIQDwAFEAAQAAALUACQAAAB0GIQDwAAEAtQBQAAAABwAAAPwCAACgoKAAAAAEAAAALQEBAAkAAAAdBiEA8ABQAAEAAAAAAAkAAAAdBiEA8AABALQAAAABAAcAAAD8AgAA4+PjAAAABAAAAC0BAgAJAAAAHQYhAPAATwABAAEAtAAJAAAAHQYhAPAAAQCzAE8AAQAHAAAA/AIAAGlpaQAAAAQAAAAtAQMACQAAAB0GIQDwAE4AAQABAAEACQAAAB0GIQDwAAEAsgABAAIABQAAAAsCAAAAAAUAAAAMAlEAtgAFAAAAAQL///8ABQAAAC4BAAAAAAUAAAACAQEAAAALAAAAMgoAAAAAAAACAAIAAgCjAD4AHAAAAPsC9f8AAAAAAACQAQAAAAAAQAACQXJpYWwAZkkAAAAADN2P3P9/AADHFQpDAAAAAAAAAAAEAAAALQEEAAUAAAAJAgAAAAA1AAAAMgoEAAwAHAAEAAIABACjABIAaW1wb3J0IHN0YXRzbW9kZWxzLmFwaSBhcyBzbQIACAAGAAYABAADAAMABgADAAYAAwAGAAgABgAGAAYAAgAGAAMABgAGAAIAAwAGAAYAAwAGAAgAOAAAADIKEgAMAB4ABAACABIAowAgACMgcmVtb3ZlIG9uZSBkdW1teSB2YXJpYWJsZSB0bwYAAwAEAAYACAAGAAYABgADAAYABgAGAAMABgAGAAgACAAGAAMABgAGAAQAAgAGAAYAAgAGAAMAAwAGABwAAAAyCiAADAALAAQAAgAgAKMALgB4ID0gWFs6LDE6XQAGAAMABgADAAcAAwADAAMABgADAAMAFwAAADIKLgAMAAgABAACAC4AowA8AHByaW50KHgpBgAEAAIABgADAAQABgAEAAQAAAAtAQMACQAAAB0GIQDwABEAAQATALMACQAAAB0GIQDwAAEAEAAjAKMABAAAAC0BAgAJAAAAHQYhAPAAEAABABMAowAJAAAAHQYhAPAAAQAPABMApAAEAAAALQEBAAkAAAAdBiEA8AAPAAEAFACyAAkAAAAdBiEA8AABAA4AIgCkAAQAAAAtAQAACQAAAB0GIQDwAA4AAQAUAKQACQAAAB0GIQDwAAEADQAUAKUABwAAAPwCAADw8PAAAAAEAAAALQEFAAkAAAAdBiEA8AANAA0AFQClAAUAAAAJAvDw8AAFAAAAAQL///8ALQAAAEIBAwAAACgAAAAIAAAACAAAAAEAAQAAAAAAIAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAA////AKoAAABVAAAAqgAAAFUAAACqAAAAVQAAAKoAAABVAAAABAAAAC0BBgAJAAAAHQYhAPAAAAARABMAowAFAAAACQLw8PAABQAAAAEC////AAQAAAAtAQYACQAAAB0GIQDwAAkAEQAkAKMABAAAAC0BAwAJAAAAHQYhAPAAEQABAAIAswAJAAAAHQYhAPAAAQAQABIAowAEAAAALQECAAkAAAAdBiEA8AAQAAEAAgCjAAkAAAAdBiEA8AABAA8AAgCkAAQAAAAtAQEACQAAAB0GIQDwAA8AAQADALIACQAAAB0GIQDwAAEADgARAKQABAAAAC0BAAAJAAAAHQYhAPAADgABAAMApAAJAAAAHQYhAPAAAQANAAMApQAEAAAALQEFAAkAAAAdBiEA8AANAA0ABAClAAQAAAAtAQAACQAAAB0GIQDwAAEAAQAKAKwABAAAAC0BAAAJAAAAHQYhAPAAAQADAAsAqwAEAAAALQEAAAkAAAAdBiEA8AABAAUADACqAAQAAAAtAQAACQAAAB0GIQDwAAEABwANAKkABAAAAC0BAQAJAAAAHQYhAPAAAQABAAkAqwAEAAAALQEBAAkAAAAdBiEA8AABAAMACgCqAAQAAAAtAQEACQAAAB0GIQDwAAEABQALAKkABAAAAC0BAQAJAAAAHQYhAPAAAQAHAAwAqAAEAAAALQEDAAkAAAAdBiEA8AARAAEALQCzAAkAAAAdBiEA8AABABAAPQCjAAQAAAAtAQIACQAAAB0GIQDwABAAAQAtAKMACQAAAB0GIQDwAAEADwAtAKQABAAAAC0BAQAJAAAAHQYhAPAADwABAC4AsgAJAAAAHQYhAPAAAQAOADwApAAEAAAALQEAAAkAAAAdBiEA8AAOAAEALgCkAAkAAAAdBiEA8AABAA0ALgClAAQAAAAtAQUACQAAAB0GIQDwAA0ADQAvAKUABAAAAC0BAAAJAAAAHQYhAPAAAQABADgArAAEAAAALQEAAAkAAAAdBiEA8AABAAMANwCrAAQAAAAtAQAACQAAAB0GIQDwAAEABQA2AKoABAAAAC0BAAAJAAAAHQYhAPAAAQAHADUAqQAEAAAALQEBAAkAAAAdBiEA8AABAAEANwCrAAQAAAAtAQEACQAAAB0GIQDwAAEAAwA2AKoABAAAAC0BAQAJAAAAHQYhAPAAAQAFADUAqQAEAAAALQEBAAkAAAAdBiEA8AABAAcANACoAAQAAAAtAQMACQAAAB0GIQDwABEAAQA+ACcACQAAAB0GIQDwAAEAEgBOABUABAAAAC0BAgAJAAAAHQYhAPAAEAABAD4AFQAJAAAAHQYhAPAAAQARAD4AFgAEAAAALQEBAAkAAAAdBiEA8AAPAAEAPwAmAAkAAAAdBiEA8AABABAATQAWAAQAAAAtAQAACQAAAB0GIQDwAA4AAQA/ABYACQAAAB0GIQDwAAEADwA/ABcABAAAAC0BBQAJAAAAHQYhAPAADQAPAEAAFwAFAAAACQLw8PAABQAAAAEC////AAQAAAAtAQYACQAAAB0GIQDwABEAAAA+ABUABQAAAAkC8PDwAAUAAAABAv///wAEAAAALQEGAAkAAAAdBiEA8AARAGgAPgAoAAQAAAAtAQMACQAAAB0GIQDwABEAAQA+ABQACQAAAB0GIQDwAAEAEgBOAAIABAAAAC0BAgAJAAAAHQYhAPAAEAABAD4AAgAJAAAAHQYhAPAAAQARAD4AAwAEAAAALQEBAAkAAAAdBiEA8AAPAAEAPwATAAkAAAAdBiEA8AABABAATQADAAQAAAAtAQAACQAAAB0GIQDwAA4AAQA/AAMACQAAAB0GIQDwAAEADwA/AAQABAAAAC0BBQAJAAAAHQYhAPAADQAPAEAABAAEAAAALQEAAAkAAAAdBiEA8AABAAEARwALAAQAAAAtAQAACQAAAB0GIQDwAAMAAQBGAAwABAAAAC0BAAAJAAAAHQYhAPAABQABAEUADQAEAAAALQEAAAkAAAAdBiEA8AAHAAEARAAOAAQAAAAtAQEACQAAAB0GIQDwAAEAAQBGAAoABAAAAC0BAQAJAAAAHQYhAPAAAwABAEUACwAEAAAALQEBAAkAAAAdBiEA8AAFAAEARAAMAAQAAAAtAQEACQAAAB0GIQDwAAcAAQBDAA0ABAAAAC0BAwAJAAAAHQYhAPAAEQABAD4AogAJAAAAHQYhAPAAAQASAE4AkAAEAAAALQECAAkAAAAdBiEA8AAQAAEAPgCQAAkAAAAdBiEA8AABABEAPgCRAAQAAAAtAQEACQAAAB0GIQDwAA8AAQA/AKEACQAAAB0GIQDwAAEAEABNAJEABAAAAC0BAAAJAAAAHQYhAPAADgABAD8AkQAJAAAAHQYhAPAAAQAPAD8AkgAEAAAALQEFAAkAAAAdBiEA8AANAA8AQACSAAQAAAAtAQAACQAAAB0GIQDwAAEAAQBHAJwABAAAAC0BAAAJAAAAHQYhAPAAAwABAEYAmwAEAAAALQEAAAkAAAAdBiEA8AAFAAEARQCaAAQAAAAtAQAACQAAAB0GIQDwAAcAAQBEAJkABAAAAC0BAQAJAAAAHQYhAPAAAQABAEYAmwAEAAAALQEBAAkAAAAdBiEA8AADAAEARQCaAAQAAAAtAQEACQAAAB0GIQDwAAUAAQBEAJkABAAAAC0BAQAJAAAAHQYhAPAABwABAEMAmAAFAAAAAQLw8PAACwAAADIKAAAAAAAAAgCjAD4AtABPAAUAAAABAgEAAAAEAAAAJwH//wMAAAAAAA==)

x

import statsmodels.api as sm

# remove one dummy variable to avoid the dummy variable trap(always use n-1 dummy variable)

x = X[:,1:]

print(x)

# add the intercept/constant in x

# we use np.ones to create a 50 rows 1 column numpy array to add in x

# we are using np.append to join these two numpy arrays

# numpy.append(arr,values,axis) parameters arr- the array ,values - value we want to append,

# axis - determines the axis of appending

x = np.append(arr = np.ones((50,1)).astype(int),values = x, axis = 1)

print('x after adding the intercept')

print(x)

[[0.0 1.0 165349.2 136897.8 471784.1]

[0.0 0.0 162597.7 151377.59 443898.53]

[1.0 0.0 153441.51 101145.55 407934.54]

[0.0 1.0 144372.41 118671.85 383199.62]

[1.0 0.0 142107.34 91391.77 366168.42]

[0.0 1.0 131876.9 99814.71 362861.36]

[0.0 0.0 134615.46 147198.87 127716.82]

[1.0 0.0 130298.13 145530.06 323876.68]

[0.0 1.0 120542.52 148718.95 311613.29]

[0.0 0.0 123334.88 108679.17 304981.62]

[1.0 0.0 101913.08 110594.11 229160.95]

[0.0 0.0 100671.96 91790.61 249744.55]

[1.0 0.0 93863.75 127320.38 249839.44]

[0.0 0.0 91992.39 135495.07 252664.93]

[1.0 0.0 119943.24 156547.42 256512.92]

[0.0 1.0 114523.61 122616.84 261776.23]

[0.0 0.0 78013.11 121597.55 264346.06]

[0.0 1.0 94657.16 145077.58 282574.31]

[1.0 0.0 91749.16 114175.79 294919.57]

[0.0 1.0 86419.7 153514.11 0.0]

[0.0 0.0 76253.86 113867.3 298664.47]

[0.0 1.0 78389.47 153773.43 299737.29]

[1.0 0.0 73994.56 122782.75 303319.26]

[1.0 0.0 67532.53 105751.03 304768.73]

[0.0 1.0 77044.01 99281.34 140574.81]

[0.0 0.0 64664.71 139553.16 137962.62]

[1.0 0.0 75328.87 144135.98 134050.07]

[0.0 1.0 72107.6 127864.55 353183.81]

[1.0 0.0 66051.52 182645.56 118148.2]

[0.0 1.0 65605.48 153032.06 107138.38]

[1.0 0.0 61994.48 115641.28 91131.24]

[0.0 1.0 61136.38 152701.92 88218.23]

[0.0 0.0 63408.86 129219.61 46085.25]

[1.0 0.0 55493.95 103057.49 214634.81]

[0.0 0.0 46426.07 157693.92 210797.67]

[0.0 1.0 46014.02 85047.44 205517.64]

[1.0 0.0 28663.76 127056.21 201126.82]

[0.0 0.0 44069.95 51283.14 197029.42]

[0.0 1.0 20229.59 65947.93 185265.1]

[0.0 0.0 38558.51 82982.09 174999.3]

[0.0 0.0 28754.33 118546.05 172795.67]

[1.0 0.0 27892.92 84710.77 164470.71]

[0.0 0.0 23640.93 96189.63 148001.11]

[0.0 1.0 15505.73 127382.3 35534.17]

[0.0 0.0 22177.74 154806.14 28334.72]

[0.0 1.0 1000.23 124153.04 1903.93]

[1.0 0.0 1315.46 115816.21 297114.46]

[0.0 0.0 0.0 135426.92 0.0]

[0.0 1.0 542.05 51743.15 0.0]

[0.0 0.0 0.0 116983.8 45173.06]]

x after adding the intercept

[[1 0.0 1.0 165349.2 136897.8 471784.1]

[1 0.0 0.0 162597.7 151377.59 443898.53]

[1 1.0 0.0 153441.51 101145.55 407934.54]

[1 0.0 1.0 144372.41 118671.85 383199.62]

[1 1.0 0.0 142107.34 91391.77 366168.42]

[1 0.0 1.0 131876.9 99814.71 362861.36]

[1 0.0 0.0 134615.46 147198.87 127716.82]

[1 1.0 0.0 130298.13 145530.06 323876.68]

[1 0.0 1.0 120542.52 148718.95 311613.29]

[1 0.0 0.0 123334.88 108679.17 304981.62]

[1 1.0 0.0 101913.08 110594.11 229160.95]

[1 0.0 0.0 100671.96 91790.61 249744.55]

[1 1.0 0.0 93863.75 127320.38 249839.44]

[1 0.0 0.0 91992.39 135495.07 252664.93]

[1 1.0 0.0 119943.24 156547.42 256512.92]

[1 0.0 1.0 114523.61 122616.84 261776.23]

[1 0.0 0.0 78013.11 121597.55 264346.06]

[1 0.0 1.0 94657.16 145077.58 282574.31]

[1 1.0 0.0 91749.16 114175.79 294919.57]

[1 0.0 1.0 86419.7 153514.11 0.0]

[1 0.0 0.0 76253.86 113867.3 298664.47]

[1 0.0 1.0 78389.47 153773.43 299737.29]

[1 1.0 0.0 73994.56 122782.75 303319.26]

[1 1.0 0.0 67532.53 105751.03 304768.73]

[1 0.0 1.0 77044.01 99281.34 140574.81]

[1 0.0 0.0 64664.71 139553.16 137962.62]

[1 1.0 0.0 75328.87 144135.98 134050.07]

[1 0.0 1.0 72107.6 127864.55 353183.81]

[1 1.0 0.0 66051.52 182645.56 118148.2]

[1 0.0 1.0 65605.48 153032.06 107138.38]

[1 1.0 0.0 61994.48 115641.28 91131.24]

[1 0.0 1.0 61136.38 152701.92 88218.23]

[1 0.0 0.0 63408.86 129219.61 46085.25]

[1 1.0 0.0 55493.95 103057.49 214634.81]

[1 0.0 0.0 46426.07 157693.92 210797.67]

[1 0.0 1.0 46014.02 85047.44 205517.64]

[1 1.0 0.0 28663.76 127056.21 201126.82]

[1 0.0 0.0 44069.95 51283.14 197029.42]

[1 0.0 1.0 20229.59 65947.93 185265.1]

[1 0.0 0.0 38558.51 82982.09 174999.3]

[1 0.0 0.0 28754.33 118546.05 172795.67]

[1 1.0 0.0 27892.92 84710.77 164470.71]

[1 0.0 0.0 23640.93 96189.63 148001.11]

[1 0.0 1.0 15505.73 127382.3 35534.17]

[1 0.0 0.0 22177.74 154806.14 28334.72]

[1 0.0 1.0 1000.23 124153.04 1903.93]

[1 1.0 0.0 1315.46 115816.21 297114.46]

[1 0.0 0.0 0.0 135426.92 0.0]

[1 0.0 1.0 542.05 51743.15 0.0]

[1 0.0 0.0 0.0 116983.8 45173.06]]

. . .

In [20]:

![](data:image/x-wmf;base64,183GmgAAAAAAALYAUQBgAAAAAACWVwEACQAAA2kGAAAHAD0AAAAAAAQAAAADAQgABQAAAAsCAAAAAAUAAAAMAlEAtgADAAAAHgAHAAAA/AIAAP///wAAAAQAAAAtAQAACQAAAB0GIQDwAFEAAQAAALUACQAAAB0GIQDwAAEAtQBQAAAABwAAAPwCAACgoKAAAAAEAAAALQEBAAkAAAAdBiEA8ABQAAEAAAAAAAkAAAAdBiEA8AABALQAAAABAAcAAAD8AgAA4+PjAAAABAAAAC0BAgAJAAAAHQYhAPAATwABAAEAtAAJAAAAHQYhAPAAAQCzAE8AAQAHAAAA/AIAAGlpaQAAAAQAAAAtAQMACQAAAB0GIQDwAE4AAQABAAEACQAAAB0GIQDwAAEAsgABAAIABQAAAAsCAAAAAAUAAAAMAlEAtgAFAAAAAQL///8ABQAAAC4BAAAAAAUAAAACAQEAAAALAAAAMgoAAAAAAAACAAIAAgCjAD4AHAAAAPsC9f8AAAAAAACQAQAAAAAAQAACQXJpYWwAZk8AAAAADN2P3P9/AADHFQpDAAAAAAAAAAAEAAAALQEEAAUAAAAJAgAAAAA9AAAAMgoEAAwAIQAEAAIABACjABIAeF9vcHQgPSBucC5hcnJheSh4WzosWzAsMSwyLDMsNCw1AAYABgAGAAYAAwADAAYAAwAGAAYAAwAGAAQABAAGAAYABAAGAAMAAwADAAMABgADAAYAAwAGAAMABgADAAYAAwAGADoAAAAyChIADAAfAAQAAgASAKMAIAAjIHdlIGNyZWF0ZWQgYW5kIGZpdHRlZCB0aGUgbW9kAAYAAwAKAAYAAwAGAAQABgAGAAMABgAGAAMABgAGAAYAAwAEAAIAAwADAAYABgADAAMABgAGAAMACAAGAAYANwAAADIKIAAMAB0ABAACACAAowAuAHJlZ3Jlc3NvciA9IHNtLk9MUyhlbmRvZyA9IHksfwQABgAGAAQABgAGAAYABgAEAAMABgADAAYACAADAAgABgAHAAQABgAGAAYABgAGAAMABgADAAYAAwA6AAAAMgouAAwAHwAEAAIALgCjADwAIyBnZXR0aW5nIHRoZSBzdW1tYXJ5IG9mIHRoZSBtbwAGAAMABgAGAAMAAwACAAYABgADAAMABgAGAAMABgAGAAgACAAGAAQABgADAAYABAADAAMABgAGAAMACAAGAAQAAAAtAQMACQAAAB0GIQDwABEAAQATALMACQAAAB0GIQDwAAEAEAAjAKMABAAAAC0BAgAJAAAAHQYhAPAAEAABABMAowAJAAAAHQYhAPAAAQAPABMApAAEAAAALQEBAAkAAAAdBiEA8AAPAAEAFACyAAkAAAAdBiEA8AABAA4AIgCkAAQAAAAtAQAACQAAAB0GIQDwAA4AAQAUAKQACQAAAB0GIQDwAAEADQAUAKUABwAAAPwCAADw8PAAAAAEAAAALQEFAAkAAAAdBiEA8AANAA0AFQClAAUAAAAJAvDw8AAFAAAAAQL///8ALQAAAEIBAwAAACgAAAAIAAAACAAAAAEAAQAAAAAAIAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAA////AKoAAABVAAAAqgAAAFUAAACqAAAAVQAAAKoAAABVAAAABAAAAC0BBgAJAAAAHQYhAPAAAAARABMAowAFAAAACQLw8PAABQAAAAEC////AAQAAAAtAQYACQAAAB0GIQDwAAkAEQAkAKMABAAAAC0BAwAJAAAAHQYhAPAAEQABAAIAswAJAAAAHQYhAPAAAQAQABIAowAEAAAALQECAAkAAAAdBiEA8AAQAAEAAgCjAAkAAAAdBiEA8AABAA8AAgCkAAQAAAAtAQEACQAAAB0GIQDwAA8AAQADALIACQAAAB0GIQDwAAEADgARAKQABAAAAC0BAAAJAAAAHQYhAPAADgABAAMApAAJAAAAHQYhAPAAAQANAAMApQAEAAAALQEFAAkAAAAdBiEA8AANAA0ABAClAAQAAAAtAQAACQAAAB0GIQDwAAEAAQAKAKwABAAAAC0BAAAJAAAAHQYhAPAAAQADAAsAqwAEAAAALQEAAAkAAAAdBiEA8AABAAUADACqAAQAAAAtAQAACQAAAB0GIQDwAAEABwANAKkABAAAAC0BAQAJAAAAHQYhAPAAAQABAAkAqwAEAAAALQEBAAkAAAAdBiEA8AABAAMACgCqAAQAAAAtAQEACQAAAB0GIQDwAAEABQALAKkABAAAAC0BAQAJAAAAHQYhAPAAAQAHAAwAqAAEAAAALQEDAAkAAAAdBiEA8AARAAEALQCzAAkAAAAdBiEA8AABABAAPQCjAAQAAAAtAQIACQAAAB0GIQDwABAAAQAtAKMACQAAAB0GIQDwAAEADwAtAKQABAAAAC0BAQAJAAAAHQYhAPAADwABAC4AsgAJAAAAHQYhAPAAAQAOADwApAAEAAAALQEAAAkAAAAdBiEA8AAOAAEALgCkAAkAAAAdBiEA8AABAA0ALgClAAQAAAAtAQUACQAAAB0GIQDwAA0ADQAvAKUABAAAAC0BAAAJAAAAHQYhAPAAAQABADgArAAEAAAALQEAAAkAAAAdBiEA8AABAAMANwCrAAQAAAAtAQAACQAAAB0GIQDwAAEABQA2AKoABAAAAC0BAAAJAAAAHQYhAPAAAQAHADUAqQAEAAAALQEBAAkAAAAdBiEA8AABAAEANwCrAAQAAAAtAQEACQAAAB0GIQDwAAEAAwA2AKoABAAAAC0BAQAJAAAAHQYhAPAAAQAFADUAqQAEAAAALQEBAAkAAAAdBiEA8AABAAcANACoAAQAAAAtAQMACQAAAB0GIQDwABEAAQA+ACcACQAAAB0GIQDwAAEAEgBOABUABAAAAC0BAgAJAAAAHQYhAPAAEAABAD4AFQAJAAAAHQYhAPAAAQARAD4AFgAEAAAALQEBAAkAAAAdBiEA8AAPAAEAPwAmAAkAAAAdBiEA8AABABAATQAWAAQAAAAtAQAACQAAAB0GIQDwAA4AAQA/ABYACQAAAB0GIQDwAAEADwA/ABcABAAAAC0BBQAJAAAAHQYhAPAADQAPAEAAFwAFAAAACQLw8PAABQAAAAEC////AAQAAAAtAQYACQAAAB0GIQDwABEAAAA+ABUABQAAAAkC8PDwAAUAAAABAv///wAEAAAALQEGAAkAAAAdBiEA8AARAGgAPgAoAAQAAAAtAQMACQAAAB0GIQDwABEAAQA+ABQACQAAAB0GIQDwAAEAEgBOAAIABAAAAC0BAgAJAAAAHQYhAPAAEAABAD4AAgAJAAAAHQYhAPAAAQARAD4AAwAEAAAALQEBAAkAAAAdBiEA8AAPAAEAPwATAAkAAAAdBiEA8AABABAATQADAAQAAAAtAQAACQAAAB0GIQDwAA4AAQA/AAMACQAAAB0GIQDwAAEADwA/AAQABAAAAC0BBQAJAAAAHQYhAPAADQAPAEAABAAEAAAALQEAAAkAAAAdBiEA8AABAAEARwALAAQAAAAtAQAACQAAAB0GIQDwAAMAAQBGAAwABAAAAC0BAAAJAAAAHQYhAPAABQABAEUADQAEAAAALQEAAAkAAAAdBiEA8AAHAAEARAAOAAQAAAAtAQEACQAAAB0GIQDwAAEAAQBGAAoABAAAAC0BAQAJAAAAHQYhAPAAAwABAEUACwAEAAAALQEBAAkAAAAdBiEA8AAFAAEARAAMAAQAAAAtAQEACQAAAB0GIQDwAAcAAQBDAA0ABAAAAC0BAwAJAAAAHQYhAPAAEQABAD4AogAJAAAAHQYhAPAAAQASAE4AkAAEAAAALQECAAkAAAAdBiEA8AAQAAEAPgCQAAkAAAAdBiEA8AABABEAPgCRAAQAAAAtAQEACQAAAB0GIQDwAA8AAQA/AKEACQAAAB0GIQDwAAEAEABNAJEABAAAAC0BAAAJAAAAHQYhAPAADgABAD8AkQAJAAAAHQYhAPAAAQAPAD8AkgAEAAAALQEFAAkAAAAdBiEA8AANAA8AQACSAAQAAAAtAQAACQAAAB0GIQDwAAEAAQBHAJwABAAAAC0BAAAJAAAAHQYhAPAAAwABAEYAmwAEAAAALQEAAAkAAAAdBiEA8AAFAAEARQCaAAQAAAAtAQAACQAAAB0GIQDwAAcAAQBEAJkABAAAAC0BAQAJAAAAHQYhAPAAAQABAEYAmwAEAAAALQEBAAkAAAAdBiEA8AADAAEARQCaAAQAAAAtAQEACQAAAB0GIQDwAAUAAQBEAJkABAAAAC0BAQAJAAAAHQYhAPAABwABAEMAmAAFAAAAAQLw8PAACwAAADIKAAAAAAAAAgCjAD4AtABPAAUAAAABAgEAAAAEAAAAJwH//wMAAAAAAA==)

x

# create my optimal matrix with all feature(creating a copy of x)

x\_opt = np.array(x[:,[0,1,2,3,4,5]],dtype = float)

# we created and fitted the model using statsmodels module of python which is using ordinary least qsquare method

regressor = sm.OLS(endog = y, exog = x\_opt).fit()

# getting the summary of the model

regressor.summary()

Out[20]:

|  |  |  |  |
| --- | --- | --- | --- |
| OLS Regression Results | | | |
| Dep. Variable: | y | R-squared: | 0.951 |
| Model: | OLS | Adj. R-squared: | 0.945 |
| Method: | Least Squares | F-statistic: | 169.9 |
| Date: | Mon, 18 May 2020 | Prob (F-statistic): | 1.34e-27 |
| Time: | 19:12:06 | Log-Likelihood: | -525.38 |
| No. Observations: | 50 | AIC: | 1063. |
| Df Residuals: | 44 | BIC: | 1074. |
| Df Model: | 5 |  |  |
| Covariance Type: | nonrobust |  |  |

|  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- |
|  | coef | std err | t | P>|t| | [0.025 | 0.975] |
| const | 5.013e+04 | 6884.820 | 7.281 | 0.000 | 3.62e+04 | 6.4e+04 |
| x1 | 198.7888 | 3371.007 | 0.059 | 0.953 | -6595.030 | 6992.607 |
| x2 | -41.8870 | 3256.039 | -0.013 | 0.990 | -6604.003 | 6520.229 |
| x3 | 0.8060 | 0.046 | 17.369 | 0.000 | 0.712 | 0.900 |
| x4 | -0.0270 | 0.052 | -0.517 | 0.608 | -0.132 | 0.078 |
| x5 | 0.0270 | 0.017 | 1.574 | 0.123 | -0.008 | 0.062 |

|  |  |  |  |
| --- | --- | --- | --- |
| Omnibus: | 14.782 | Durbin-Watson: | 1.283 |
| Prob(Omnibus): | 0.001 | Jarque-Bera (JB): | 21.266 |
| Skew: | -0.948 | Prob(JB): | 2.41e-05 |
| Kurtosis: | 5.572 | Cond. No. | 1.45e+06 |

Warnings:  
[1] Standard Errors assume that the covariance matrix of the errors is correctly specified.  
[2] The condition number is large, 1.45e+06. This might indicate that there are  
strong multicollinearity or other numerical problems.

. . .
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x

# removing the first feature i.e. d2 with p = 0.99 > SL = 0.05

x\_opt = np.array(x[:,[0,1,3,4,5]],dtype = float)

# we will refit the model with the remaining features

regressor = sm.OLS(endog = y, exog = x\_opt).fit()

# getting the summary of the model

regressor.summary()

Out[21]:

|  |  |  |  |
| --- | --- | --- | --- |
| OLS Regression Results | | | |
| Dep. Variable: | y | R-squared: | 0.951 |
| Model: | OLS | Adj. R-squared: | 0.946 |
| Method: | Least Squares | F-statistic: | 217.2 |
| Date: | Mon, 18 May 2020 | Prob (F-statistic): | 8.49e-29 |
| Time: | 19:18:10 | Log-Likelihood: | -525.38 |
| No. Observations: | 50 | AIC: | 1061. |
| Df Residuals: | 45 | BIC: | 1070. |
| Df Model: | 4 |  |  |
| Covariance Type: | nonrobust |  |  |

|  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- |
|  | coef | std err | t | P>|t| | [0.025 | 0.975] |
| const | 5.011e+04 | 6647.870 | 7.537 | 0.000 | 3.67e+04 | 6.35e+04 |
| x1 | 220.1585 | 2900.536 | 0.076 | 0.940 | -5621.821 | 6062.138 |
| x2 | 0.8060 | 0.046 | 17.606 | 0.000 | 0.714 | 0.898 |
| x3 | -0.0270 | 0.052 | -0.523 | 0.604 | -0.131 | 0.077 |
| x4 | 0.0270 | 0.017 | 1.592 | 0.118 | -0.007 | 0.061 |

|  |  |  |  |
| --- | --- | --- | --- |
| Omnibus: | 14.758 | Durbin-Watson: | 1.282 |
| Prob(Omnibus): | 0.001 | Jarque-Bera (JB): | 21.172 |
| Skew: | -0.948 | Prob(JB): | 2.53e-05 |
| Kurtosis: | 5.563 | Cond. No. | 1.40e+06 |

Warnings:  
[1] Standard Errors assume that the covariance matrix of the errors is correctly specified.  
[2] The condition number is large, 1.4e+06. This might indicate that there are  
strong multicollinearity or other numerical problems.

. . .
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![](data:image/x-wmf;base64,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)

x

# removing the second feature i.e. d2 with p = 0.99 > SL = 0.05

x\_opt = np.array(x[:,[0,3,4,5]],dtype = float)

# we will refit the model with the remaining features

regressor = sm.OLS(endog = y, exog = x\_opt).fit()

# getting the summary of the model

regressor.summary()

Out[22]:

|  |  |  |  |
| --- | --- | --- | --- |
| OLS Regression Results | | | |
| Dep. Variable: | y | R-squared: | 0.951 |
| Model: | OLS | Adj. R-squared: | 0.948 |
| Method: | Least Squares | F-statistic: | 296.0 |
| Date: | Mon, 18 May 2020 | Prob (F-statistic): | 4.53e-30 |
| Time: | 19:20:30 | Log-Likelihood: | -525.39 |
| No. Observations: | 50 | AIC: | 1059. |
| Df Residuals: | 46 | BIC: | 1066. |
| Df Model: | 3 |  |  |
| Covariance Type: | nonrobust |  |  |

|  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- |
|  | coef | std err | t | P>|t| | [0.025 | 0.975] |
| const | 5.012e+04 | 6572.353 | 7.626 | 0.000 | 3.69e+04 | 6.34e+04 |
| x1 | 0.8057 | 0.045 | 17.846 | 0.000 | 0.715 | 0.897 |
| x2 | -0.0268 | 0.051 | -0.526 | 0.602 | -0.130 | 0.076 |
| x3 | 0.0272 | 0.016 | 1.655 | 0.105 | -0.006 | 0.060 |

|  |  |  |  |
| --- | --- | --- | --- |
| Omnibus: | 14.838 | Durbin-Watson: | 1.282 |
| Prob(Omnibus): | 0.001 | Jarque-Bera (JB): | 21.442 |
| Skew: | -0.949 | Prob(JB): | 2.21e-05 |
| Kurtosis: | 5.586 | Cond. No. | 1.40e+06 |

Warnings:  
[1] Standard Errors assume that the covariance matrix of the errors is correctly specified.  
[2] The condition number is large, 1.4e+06. This might indicate that there are  
strong multicollinearity or other numerical problems.

. . .
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![](data:image/x-wmf;base64,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)

x

# removing the third feature i.e. d2 with p = 0.99 > SL = 0.05

x\_opt = np.array(x[:,[0,3,5]],dtype = float)

# we will refit the model with the remaining features

regressor = sm.OLS(endog = y, exog = x\_opt).fit()

# getting the summary of the model

regressor.summary()

Out[23]:

|  |  |  |  |
| --- | --- | --- | --- |
| OLS Regression Results | | | |
| Dep. Variable: | y | R-squared: | 0.950 |
| Model: | OLS | Adj. R-squared: | 0.948 |
| Method: | Least Squares | F-statistic: | 450.8 |
| Date: | Mon, 18 May 2020 | Prob (F-statistic): | 2.16e-31 |
| Time: | 19:22:23 | Log-Likelihood: | -525.54 |
| No. Observations: | 50 | AIC: | 1057. |
| Df Residuals: | 47 | BIC: | 1063. |
| Df Model: | 2 |  |  |
| Covariance Type: | nonrobust |  |  |

|  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- |
|  | coef | std err | t | P>|t| | [0.025 | 0.975] |
| const | 4.698e+04 | 2689.933 | 17.464 | 0.000 | 4.16e+04 | 5.24e+04 |
| x1 | 0.7966 | 0.041 | 19.266 | 0.000 | 0.713 | 0.880 |
| x2 | 0.0299 | 0.016 | 1.927 | 0.060 | -0.001 | 0.061 |

|  |  |  |  |
| --- | --- | --- | --- |
| Omnibus: | 14.677 | Durbin-Watson: | 1.257 |
| Prob(Omnibus): | 0.001 | Jarque-Bera (JB): | 21.161 |
| Skew: | -0.939 | Prob(JB): | 2.54e-05 |
| Kurtosis: | 5.575 | Cond. No. | 5.32e+05 |

Warnings:  
[1] Standard Errors assume that the covariance matrix of the errors is correctly specified.  
[2] The condition number is large, 5.32e+05. This might indicate that there are  
strong multicollinearity or other numerical problems.

. . .

In [24]:

![](data:image/x-wmf;base64,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)

# removing the Fourth feature i.e. d2 with p = 0.99 > SL = 0.05

x\_opt = np.array(x[:,[0,3]],dtype = float)

# we will refit the model with the remaining features

regressor = sm.OLS(endog = y, exog = x\_opt).fit()

# getting the summary of the model

regressor.summary()

​

#p-value for both = 0.00 < SL = 0.05

#so we are going to stop

#and we have successfully eliminated the insignificant features

Out[24]:

|  |  |  |  |
| --- | --- | --- | --- |
| OLS Regression Results | | | |
| Dep. Variable: | y | R-squared: | 0.947 |
| Model: | OLS | Adj. R-squared: | 0.945 |
| Method: | Least Squares | F-statistic: | 849.8 |
| Date: | Mon, 18 May 2020 | Prob (F-statistic): | 3.50e-32 |
| Time: | 19:23:59 | Log-Likelihood: | -527.44 |
| No. Observations: | 50 | AIC: | 1059. |
| Df Residuals: | 48 | BIC: | 1063. |
| Df Model: | 1 |  |  |
| Covariance Type: | nonrobust |  |  |

|  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- |
|  | coef | std err | t | P>|t| | [0.025 | 0.975] |
| const | 4.903e+04 | 2537.897 | 19.320 | 0.000 | 4.39e+04 | 5.41e+04 |
| x1 | 0.8543 | 0.029 | 29.151 | 0.000 | 0.795 | 0.913 |

|  |  |  |  |
| --- | --- | --- | --- |
| Omnibus: | 13.727 | Durbin-Watson: | 1.116 |
| Prob(Omnibus): | 0.001 | Jarque-Bera (JB): | 18.536 |
| Skew: | -0.911 | Prob(JB): | 9.44e-05 |
| Kurtosis: | 5.361 | Cond. No. | 1.65e+05 |

Warnings:  
[1] Standard Errors assume that the covariance matrix of the errors is correctly specified.  
[2] The condition number is large, 1.65e+05. This might indicate that there are  
strong multicollinearity or other numerical problems.

NOTEPAD FILE(ASSIGNMENT AT THE END)

if you are having xlrd error

pip install xlrd

in programming there is not a hard and fast rule to solve a problem in a single way.

we can try to remember the logic you can try to formulate a solution(internet helps in finding the library/module/class/function)

my laptop is a bit old

some ML models are heavy duty(for those models i cannot run the model adn webinar togrther)

classification Model(huge)

every time i tried to run , the classification in the session my laptop

scikit-learn.org - API

for those my vice lagging/breaking

please log-out anf log-in i will wait for few seconds

there are two ways to do

feature elimination

feature selection

feature elimination - backward elimination(easiest to understand and work-with)

feature selection - PCA(4 week)

we need statsmodels.api

1-we fit the model with all the features(also includes dummy variables and the intercept)

2- we calculate the p-value for all the features

3-choose the feature with the maximum p-value

compare the max p-value with SL(0.05)

if the max p-value > SL we remove that feature

4 - we go back and again refit our model with the remaining feature

5 - we are going to do this step until the feature with p-value < SL remians

(model is finished)

indices for the x\_opt (after step-1)

constant - x0

d1 - 1 (x1)

d2 - 2 (x2)(max p-value = 0.99)

r&d - 3 (x3)

admin - 4 (x4)

marketing - 5 (x4)

after first elimination

constant - 0 (x0)

d1 - 1 (x1)

r&d - 3 (x2)

admin - 4 (x3)

marketing - 5 (x4)

after second elimination

constant - 0 (x0)

r&d - 3 (x1)

admin - 4 (x2)

marketing - 5 (x3)

after third elimination

constant - 0 (x0)

r&d - 3 (x1)

marketing - 5 (x2)

after the fourth elimination

constant - 0 (x0)

r&d - 3 (x1)

p-value for both = 0.00 < SL = 0.05

so we are going to stop

and we have successfully eliminated the insignificant features

Assignment for today is to:

try to automate BACKWARD ELIMINATION